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Background: Spacecraft track pre-gathered, hand-

crafted patch features (landmarks) with template 

matching for Terrain Relative Navigation (TRN).

Attention learning with MARs (bottom pair) evolves 

similarly over time, increasing training stability…

… and promotes faster, more uniform 

convergence compared with RIC CA (top pair).
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Motivation

Problem: Object detection-style methods are being 

deployed for increased autonomy; description still an 

open problem. Metric learning unable to handle 

challenging appearance change present in TRN.

Contribution: We propose soft-similarity constraints to 

align the what and where of attention information 

between multi-view features, improving recognition.

Learning Multi-view Attention Similarity Constraints

Visual Alignment

Improved Training

Boosting Landmark Recognition Performance
MARs raises 

recognition accuracy 

for many metric 

learning losses on 

navigation-style multi-

view description with 

challenging 

appearance change 

and leads to new 

state-of-the-arts 

across environments.

conv2d SE: conv2d and Squeeze-Excitation (channel only) attention.
RIC CA: Rotation-invariant convolution and Coordinate (channel and spatial) Attention.
MARs: RIC CA with MARs multi-view attention alignment.5,067 Moon 

Crater landmarks 

coupled with 

2,161 emulated 

navigation 

frames derived 

from real-world 

NASA data for 

TRN research. 
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Luna-1: A New Dataset
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